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Abstract

Online social networks (OSNs) are extremely popular among Internet users. Unfortunately, in the wrong hands, they are also effective tools for executing spam campaigns. In this paper, we present an online spam filtering system that can be deployed as a component of the OSN platform to inspect messages generated by users in real-time. We propose to reconstruct spam messages into campaigns for classification rather than examine them individually. Although campaign identification has been used for offline spam analysis, we apply this technique to aid the online spam detection problem with sufficiently low overhead. Accordingly, our system adopts a set of novel features that effectively distinguish spam campaigns. It drops messages classified as “spam” before they reach the intended recipients, thus protecting them from various kinds of fraud. We evaluate the system using 187 million wall posts collected from Facebook and 17 million tweets collected from Twitter. In different parameter settings, the true positive rate reaches 80.9% while the false positive rate reaches 0.19% in the best case. In addition, it stays accurate for more than 9 months after the initial training phase. Once deployed, it can constantly secure the OSNs without the need for frequent re-training.

1 Introduction

Online social networks (OSNs) are extremely popular collaboration and communication tools that have attracted millions of Internet users. Unfortunately, recent evidence shows that they can also be effective mechanisms for spreading attacks. Popular OSNs are increasingly becoming the target of phishing attacks launched from large botnets [1, 3]. Two recent studies [9, 10] have confirmed the existence of large-scale spam campaigns in Twitter and Facebook, respectively. Furthermore, the clickthrough rate of OSN spam is orders of magnitude higher than its email counterpart [10], indicating that users are more prone to trust spam messages from their friends in OSNs.

The OSN spam problem has already received attention from researchers. Meanwhile, email spam, a seemingly very similar problem, has been extensively studied for years. Unfortunately, the bulk of the existing solutions are not directly applicable, because of a series of distinct characteristics pertaining to the OSN spam. i) In any OSN, all messages, including spam, originate from accounts registered at the same site. In contrast, email spam is not necessarily sent from accounts registered at legitimate service providers. The widely used email server reputation based detection approaches [11, 19, 22] rely on the assumption that the spamming SMTP servers run on bot machines, and are thus inapplicable in OSNs. Realizing that this assumption is not always true, researchers have proposed to identify accounts signed up by spammers from legitimate email service providers [34]. ii) Spamming account identification is also the focus of the existing OSN spam detection work [14, 26, 31, 32]. However, the second characteristic of OSN spam is that the majority of spam messages come from compromised accounts [9, 10], rather than accounts created and exclusively controlled by spammers. It essentially means that spammers and legitimate users are sharing accounts. Thus, identifying spamming accounts is not sufficient to fight OSN spam. iii) Messages in OSNs, spam or not, are generally short. The perception that legitimate emails have variable size while spam tends to be small
no longer holds in OSNs. The third characteristic, along with the previous two, obsoletes many features that used to work well in supervised machine learning based detection approaches, which we briefly discuss in Section 3.

It is worth noting that offline OSN analysis works successfully reveal OSN spam messages [9, 10], but they are not designed as online detection tools, since they either have long lag-time or limited efficiency. We offer more detailed comparison in Section 7. Meanwhile, message content based detection approaches, such as the recently proposed campaign template inference [18], are expected to perform equally well if applied to OSNs. However, they implicitly require that all campaigns must be present in the labeled training set in order for good detection coverage. This requirement itself is hard to satisfy, not to mention the difficulty of fighting campaigns that emerge in the future. In addition, approaches based on malicious URL detection are also applicable [27]. Nonetheless, URL obfuscation techniques (e.g., using “nevasubevu\t.\t blogs po\t\t .\t\tco\tm (take out spaces)” instead of “nevasubevu.bloggingpot.com”) make it difficult for any automated tool to recognize the embedded URLs in the first place.

In this paper, we present an online spam filtering system specifically designed for OSNs and can be deployed as a component of the OSN platform. After the initial training phase, it efficiently inspects the stream of user generated messages, immediately dropping those classified as spam before they reach the intended recipients. The system owns four desirable properties as an online filtering tool, which are: i) high accuracy, ii) no need for all campaigns to be present in the training set, iii) no need for frequent re-training, and iv) low latency.

The key insight is that we always seek to uncover the connection among all the messages by performing clustering on them, instead of directly inspecting each individual message without correlating it with others. The correlated spam messages form spam campaigns. Although the clustering approach has been used for offline spam analysis [4, 35], it is never used for online spam filtering due to its computational overhead. We leverage incremental clustering and parallelization to address this challenge. When a new message is generated, the system organizes it, along with all the previously observed messages, into clusters. The new message is then classified according to whether or not the cluster it resides in is a spam cluster, which is determined by all the messages in the same cluster collectively.

Accordingly, the classifier is trained on a set of features associated with message clusters instead of individual messages. We identified six such distinguishing features. They all stem from the spammers’ need to push spam messages to as many recipients as possible. Meanwhile, these features grasp the commonality among spam campaigns, e.g., they generate spam messages fast while lasting, rather than the speciality of any individual campaign, e.g., word distribution or underlying templates. Hence, spam campaigns can still be detected even if they do not have any instance included in the training set. In addition, the features pertaining to campaigns cannot be easily maneuvered. For example, if the spammer slows down the speed of spam message generation, he has to pay the price of the reduced ability to affect potential victims. As a result, these features are persistent over time. After the initial training, the system can work online for a long period of time without the need for re-training. For the same reason, it is also harder for the spammers to craft their sending pattern to evade detection. We evaluate the system using 187 million wall posts collected from Facebook and 17 million tweets collected from Twitter. Experimental results show that the system yields 80.9% true positive rate and 0.19% false positive rate in the best parameter settings. It stays accurate for more than 9 months after the initial training phase, and achieves an average throughput of 1580 messages/sec and an average processing latency of 21.5ms on the Facebook dataset.

In summary, we frame our contributions as:

- We propose to use spam campaigns, instead of individual spam messages, as the objects for spam classification.
- We solve the challenge of reconstructing campaigns in real-time by adopting incremental clustering and parallelization.
- We identify six features that distinguish spam campaigns from legitimate message clusters in OSNs.
- We develop and evaluate an accurate and efficient system that can be easily deployed at the OSN server side to provide online spam filtering.

The rest of the paper is organized as follows. We first provide necessary background information and clarify what will be achieved in Section 2. After that, we present the six features to distinguish spam clusters in Section 3, illustrate the detailed system design in Section 4, and thoroughly evaluate its performance in Section 5. Next, we discuss possible attempts to evade the system in Section 6 and the related work in Section 7. Finally, we conclude the paper in Section 8.

2 Background and Goal

In this section, we provide necessary background information and how our system can be incorporated into the current OSN architecture. We also describe the dataset used in this study.
2.1 Background

All current OSNs adopt the client-server architecture. The OSN service provider acts as the controlling entity. It stores and manages all the content in the system. On the other hand, the content is generated by users spontaneously from the client side. The OSN service provider offers a rich set of well-defined interfaces through which the users can interact with others. Currently two popular ways of interaction exist. Facebook is representative of OSNs that adopt the interaction between a pair of sender and recipient as their primary way of interaction, although they also support other ways. Twitter is representative of OSNs that adopt broadcasting as their primary way of interaction.

Figure 1(a) illustrates a simplified OSN architecture. It only depicts the components that are related to message exchanging, while all other functionalities, e.g., user authentication, video sharing and 3rd party applications, are omitted. In this simplified example, multiple users are interacting via the message posting and viewing interface. In Facebook-like OSNs, it represents the case that user A and B are posting messages to user C and D, respectively. In Twitter-like OSNs, it represents the case that user A and B are broadcasting messages to all the followers including user C and D, respectively, while other possible recipients are omitted for simplicity. In both cases, the service provider mediates all the interactions. The generated messages are first stored at the service provider’s side, and will be relayed when the corresponding recipient signs in.

Unfortunately, all the content in OSNs is generated by users and is not necessarily legitimate. The posted messages could be spam. Note that although spam traditionally refers to massive, unsolicited campaigns trying to promote products or services, we do not restrict ourselves to this behavior alone. Rather, we use the term “spam” to refer to unsolicited campaigns that attempt to execute a variety of attacks, including but not restricted to: i) product advertisements, ii) phishing and iii) malware spreading. In the example of Figure 1(a), user A’s account is compromised and sends a spam message to user C, trying to direct user C to some malicious website. Once user C signs in, the spam message will be displayed to him, exposing him to potential threats.

2.2 Goal

Our goal is to design an online spam filtering system that is deployed at the OSN service provider side, as Figure 1(b) shows. Once deployed, it inspects every message before rendering the message to the intended recipients and makes immediate decision on whether or not the message under inspection should be dropped. In this particular example, the message generated by user A is classified as spam and is thus dropped instantly. The message from user B is legitimate and is stored by the service provider. Later when user C and D sign in to the system, C will not see the dropped spam message.

We assume the spam message originates from a compromised account in the above example. We stress that this is not an assumption that our system relies on. Rather, our system can detect spam messages originating from both compromised accounts and spamming bots.

2.3 Dataset

Facebook and Twitter are two representative OSNs. We use data collected from both sites in the study. The Facebook dataset contains 187 million wall posts generated by roughly 3.5 million users in total, between January of 2008 and June of 2009 [29]. For the Twitter data collection, we first download trending topics, i.e., popular topics, from the website What the Trend [2], which provides a regularly updated list of trending topics. We then download from Twitter all public tweets that contain the trending topics while the topics are still popular via Twitter APIs. For example, while the topic “MLB” is trending, we keep downloading all tweets that contain the word “MLB” from Twitter. For each tweet we also obtain the userID that generates it along with its friend number, i.e., the number of users it follows. The Twitter dataset contains over 17 million tweets related to trending topics that were generated between June 1, 2011 and July 21, 2011. The primary form of communication in Facebook and Twitter is called “wall post” and “tweet”, respectively. From now on, we use the term “message” to refer to both of them for the ease of description.

We need labeled spam and legitimate messages to train and evaluate the system. For the Facebook dataset, we use the result of one previous study [9], where 199,782 wall posts are confirmed as spam. We further scan through the entire dataset looking for additional wall posts that share either identical textual description or URL with the confirmed spam wall posts. We label the newly found wall posts as spam, too. At last we have 217,802 wall posts labeled as spam. For the Twitter dataset, we visit all the embedded links. In Twitter, all the embedded links sit behind a URL shortening service. We label a URL as malicious if the URL shortening service stops serving the URL due to a policy violation. All Tweets containing the malicious URLs are labeled as spam. In total 467,390 tweets are labeled as spam. Note that in general, we lack comprehensive ground truth. Although all the messages labeled as spam are truly spam, some spam might be missed and labeled as legitimate message. Thus, we may somewhat underestimate false negative rate (spam that the system fails to report) during the evaluation, and overestimate false positive rate (legitimate messages misclassified as spam).
Figure 1: A simplified OSN architecture, only illustrating the components related to the message exchanging functionality. User A represents the account controlled by spammers.

3 Features

We first briefly review some features used in existing spam detection work but are not suitable for the OSN environment. After that, we investigate various features that can potentially differentiate between spam and legitimate clusters. Note that not all features have never been used before. For each feature, we conduct experiment with the labeled Facebook dataset to show their effectiveness. In this section, we cluster the spam and legitimate messages separately to obtain the “pure” clusters, using the approach that is given out in Section 4, which provides the system design detail.

We organize the features into two categories. OSN specific features are those that need social network information to compute. General features are those that could also be used to detect spam outside OSNs. No single feature is perfectly discriminative between spam and legitimate clusters. Each single feature is likely to fail in some scenario. Instead, these features are used in combination to train the best classifier.

3.1 Obsolete Features

Supervised machine learning has been a popular tool for spam detection. Numerous features have been proposed and work particularly well. However, OSN is a different context where the features’ effectiveness needs a reevaluation. Note that we do not review all the previously proposed features. Instead, we cover the features used in two state-of-the-art works that detect spam in email [11] and forum [23], believing those features are the most advanced ones. Next, we present the ones found to be problematic.

Message size is a popularly used feature, because legitimate emails have variable sizes while spams tend to be small. We measure the size of the spam and legitimate messages in our dataset, and present the distribution in Figure 2. Apparently both types of messages in OSNs are small. Their distribution heavily overlaps in the area of less than 200 bytes. Consequently, for the majority of messages the size is not a distinguishing feature. Two similar features are the number of words and the average word length in each message. We present their distribution in Figure 3 and Figure 4, respectively. The observation is consistent with the message size feature. Neither of them would remain effective in OSNs.

A series of network based features, which are sender IP neighborhood density, sender AS number and status of sender’s service ports, have also been proposed. Although we cannot measure them straightforwardly due to the lack of such information in our dataset, we still find it problematic to use them to detect OSN spam, because the underlying assumption is violated. The assumption is that spam emails are sent out using SMTP servers running on large number of infected ordinary end hosts, whereas legitimate emails originate from a set of dedicated SMTP servers. As a result, the spam senders’ IP neighborhood will be crowded due to the botnet infection, but the IP addresses of legitimate SMTP servers are far apart. Also because of the infection pattern of botnet, spamming hosts tend to aggregate into a small number of ASes, which makes sender AS number a promising feature. At last, the spamming bots may not listen to other service ports, but legitimate SMTP servers will do so. Unfortunately, in OSNs both spam and legitimate messages are sent from ordinary end hosts. Given the large number of OSN users, the sender’s IP neighborhood is expected to be dense for both spam and legitimate messages. In addition, there would be no difference in the status of sender’s service ports for the two cases. At last, spam senders may still be aggregated into a small number of ASes. However, legitimate message senders will be mixed
Figure 2: Distribution of spam and legitimate message size, respectively. Each bin is 20 bytes.

Figure 3: Distribution of spam and legitimate message word count, respectively. Each bin is 5 words.

Figure 4: Distribution of average word length of spam and legitimate messages, respectively. Each bin is 1 byte.

Figure 5: Cumulative distribution of the social degree of spamming and legitimate accounts, respectively.

3.2 OSN Specific Features

OSN users form a huge social graph, where each node represents an individual user. In Facebook-like OSNs, a social link would connect two nodes if the two corresponding users have mutually agreed to establish a social connection. Two users without a social link between them cannot directly interact with each other. Twitter-like OSNs impose looser restrictions, where a user can “follow” anyone to establish a directed social link, so that he can receive all the updates. Similarly, the interaction history among users forms an interaction graph.

Sender Social Degree Recent studies suggest that the majority of spamming accounts in OSNs are compromised accounts [9, 10]. Meanwhile, research on modeling epidemics in topological networks indicates that the more edges a node has, with a higher probability it will be infected quickly by an epidemic [6, 36]. On the other hand, the accounts created by spammers also have an incentive to make large number of friends to open up communication channels. Consequently, we hypothesize that spamming accounts have higher degree in the social graph than legitimate accounts. In Twitter-like OSNs, we define the social degree of one node as the number of other nodes it “follows”, since this number is controlled by the account itself. In Facebook-like OSNs, there is no ambiguity as edges are not directed.

Figure 5 shows that our intuition is roughly correct. The average social degree of spamming accounts is 59.2. It is about 50% higher than that of legitimate accounts, which is 40.8. Given such an observation, it is tempting to use the message sender’s social degree as one feature. Unfortunately, the compromised spamming account will send a mixture of spam and legitimate messages. Hence in many cases spam and legitimate messages share the same sender and will naturally have exactly the same value of the sender’s social degree. However, after being organized into clusters, the average senders’ social degree of the clusters becomes an effective feature. The main reason is that all senders in spam clusters are spamming accounts, while this is very unlikely to be true for legitimate clusters. As a result, spam clusters are expected to exhibit higher average senders’ social degree. Figure 6 confirms this expectation. It does not depict the clusters whose senders’ social degree is not available in the dataset. Despite some overlapping in the lower left region, the solid curve representing spam clusters is to the right of the dashed curve representing legitimate clusters. About 80% of legitimate clusters have an average senders’ social degree of less than 400. In contrast, this value is larger than 400 for about 50% of spam clusters.

Interaction History Although one account may establish a large number of social links in the social graph, it only interacts with a small subset of its friends [29]. However, its behavior is expected to deviate from this pattern once the account is compromised and under the control of spammers, since the spammers desire to push spam messages to as many recipients as possible. Consequently, a sudden burst that the accounts start to interact with the friends that they do not, or rarely, interact with before becomes a strong signal indicating spamming activities. Note that this intuition
applies specifically to Facebook-like OSNs, since messages are always broadcast to all followers in Twitter-like OSNs.

We use the notion of “interaction history score” to quantify this intuition. The $k_{th}$ interaction between a user pair is weighted $1/k$, so that messages sent between user pairs that rarely interact are given heavier weight values. As $k$ increases, the message weight between frequently interacting user pairs decreases. We define the interaction history score of a cluster as the sum of the message weight within the cluster. Naturally, the spam clusters are expected to have higher score because larger number of less frequently interacting user pairs is contained. Figure 7 plots the CDFs of this score for spam and legitimate clusters, respectively. For the 20% clusters with the lowest scores, the expectation is not always true. However, spam clusters indeed exhibit higher score for the rest of the cases. Note that the x-axis is in log scale. The score of spam clusters is usually several times higher.

Figure 6: Cumulative distribution of average senders’ social degree of spam and legitimate clusters, respectively.

Figure 7: Cumulative distribution of interaction history score of spam and legitimate clusters, respectively.

Figure 8: Cumulative distribution of spam and legitimate cluster size, respectively.

3.3 General Features

We find four additional features effective to discriminate between spam and legitimate clusters. These features do not need the social graph or the interaction graph to compute, and could also apply to spam detection problems outside OSNs. They are denoted as the general features.

Cluster Size

Although each spamming account might not generate large number of spam messages, the spam campaign as a whole must contain large number of spam messages in order to be prosperous. Figure 8 plots the CDFs of the size, measured as the number of message contained, for spam and legitimate clusters, respectively. We observe that about 50% of spam clusters’ size is less than 10, which causes the overlapping part of the two curves. On the other hand, large spam clusters exhibit a big difference in size comparing with legitimate clusters. The overlapping of size of small clusters does not make this feature invalid. The reason is that small spam clusters only have minor impact on the system’s detection performance. Instead, the big clusters are those that matter. As an extreme example, it is still acceptable even if the system correctly identifies 10% of spam clusters of size 1,000 while missing the remaining 90% of spam clusters of size 10.

Average Time Interval

Known as the “bursty” property, most spam campaigns involve coordinated action by many accounts within short periods of time [30]. The effect is that messages from the same campaign are densely populated in the time period when the campaign is active. Consequently, if we compute the intervals between the generation time of consecutive messages in each cluster, the spam clusters are expected have shorter intervals than the legitimate clusters. From a statistical prospective, the median interval would nicely quantify the “bursty” property, and is robust to outlier values. However, it is expensive to maintain during runtime, as the complete list of intervals must be recorded and
sorted. Alternatively, we quantify this property using the average time interval, which is much more “lightweight”, since only the starting time, ending time and the total number of messages in the cluster are needed to calculate its value. Figure 9 plots the CDFs of average time interval of spam and legitimate clusters, respectively. The x axis is in log scale so that the figure is readable. It shows that the average time interval of legitimate clusters is orders of magnitude larger than that of spam clusters.

**Average URL Number per Message** Spammers always solicit some action from the recipients, e.g., to click a link, in order for economic benefit ultimately. As the most commonly adopted practice, spam messages are embedded with URLs that the spammers want to advertise. In contrast, legitimate messages do not contain URLs in most of the case. Hence, we use the average number of URLs per message in each cluster as one feature. Figure 10 plots the CDFs of this feature for spam and legitimate clusters, respectively. It shows that more than 80% of benign clusters do not contain any URL. Only about 2% benign clusters contain more than one URL in each message on average. In comparison, about 80% of malicious clusters contain at least one URL in each message on average.

**Unique URL Number** URL blacklist has been extensively used nowadays. As an attempt to evade blacklist based detection, spammers have evolved to embed different URLs in messages from the same campaign, with each URL being used less frequently, so that some, if not all, of the spam URLs will not be blacklisted. This type of spam campaigns will inevitably contain large number of unique URLs. On the other hand, legitimate clusters are not likely to exhibit the same behavior. Figure 11 plots the CDFs of the number of unique URLs contained in spam and legitimate clusters, respectively. The curve representing legitimate clusters embraces the y axis, which is consistent with the fact that many legitimate messages do not contain URL. On the contrary, about a half of the spam clusters have multiple URLs. The most diverse cluster uses 486 different URLs.

## 4 System Design

In this section, we present the detailed design of the online spam filtering system. Section 4.1 first introduces the system overview. After that, Section 4.2 and Section 4.3 present the incremental clustering module and the supervised machine learning module, respectively. Finally, Section 4.4 illustrates an extension on the basic design that exploits parallelism to boost the system throughput.

### 4.1 Overview

Figure 12 shows the system design overview. The intuition is that spam campaigns are generated using templates and that messages in the same campaign shall retain certain similarity among them. After a clustering process, spam
messages in the same campaign will reside in the same cluster or only a small number of clusters. Note that we do not depend on the system to agglomerate an entire campaign into one single cluster, which is impractical due to the variation brought by the spam template. However, because the total number of messages in a spam campaign is very large, each spam cluster will still contain significant number of messages. In addition, the clusters formed by the spam messages will exhibit different characteristics comparing to the legitimate clusters as Section 3 shows. Hence, they can be differentiated using supervised machine learning.

Accordingly, the two major components in the system are the incremental clustering module and the supervised machine learning module. The first module maintains a collection of disjoint clusters such that each message that has been processed in the past is present. The second module is essentially a trained classifier that makes binary decisions. When the system receives a new message, it first incrementally updates the clustering result with minimal computational overhead. The new message may form a new cluster by itself, be incorporated into one existing cluster or even trigger the merge of multiple existing clusters. In the first case, the system directly marks the message as “legitimate” without invoking the classifier, because the average time interval feature cannot be calculated with only 1 message. This implicit limitation will cause a false negative only when the new message is the first one in a spam cluster, which happens very rarely. In any other case, the values of the six features of the cluster that the new message resides in are (re-)calculated. The other clusters are intact. After that, the trained classifier accepts these values and decides whether these values represent a spam cluster. Note that if the classifier outputs "spam", it will only trigger a spam alarm on the current message, rather than all the messages in the cluster. Since it is an online system, the decision on the previous messages in the same cluster has already been made and is not changed.

A practical concern is that the hardware resource is always limited. It is not affordable to keep track of all the messages observed in the past. In addition, recent messages should be given heavier weight that influences the clusters’ feature values. To address these two concerns, the clusters that the system maintains decays exponentially over time. More specifically, once after the system has processed \( w \) messages, it shrinks the six feature values associated with each cluster by a factor of \( a \), where \( w \) and \( a \) are two important system parameters to determine the decaying speed. If a cluster’s size is shrunk to a value below a threshold \( t \), it is permanently removed and all the resources it takes up are freed.

### 4.2 Incremental Clustering

The ability to do incremental clustering is the key to the system. The first design choice we must make is to define the distance between two messages. Naturally, using semantic similarity will result in more accurate clustering result as messages in the same campaign are more likely to have small distance. However, semantic analysis involves heavier computational overhead that is not acceptable for a real-time system. Alternatively, we choose text shingling [7] as the basic tool to calculate the distance between messages. Text shingling is initially proposed to analyze web page similarity in huge volume and is sufficiently lightweight. In the shingling process, the original message is disassembled into fixed-length substrings, each of which is called a “shingle”. We sort the hashed shingle and use the first 20 of them to represent each message. For the messages with less than 20 shingles, the system does not cluster them and directly marks them as legitimate if they do not contain any URL, since they are too short to carry out attacks. The similarity between a message pair is estimated by its resemblance score, defined as the ratio of shared shingles to all unique shingles. Two messages are deemed as “similar” if their resemblance score surpasses a predefined threshold.

We augment the original text shingling with URL comparison as an adaptation to the specific application of spam detection. URLs embedded in the spam messages represent the spammers’ goal. Hence two spam messages sharing the same embedded URL shall come from the same campaign, although their textual description might be quite different judged by text shingling due to the usage of templates. To sum up, two messages are considered as “similar” if their resemblance score is sufficiently large or their embedded URLs are identical. They will reside in the same cluster if either condition is satisfied. A similar method was also used by Zhuang et al. [35] to analyze email spam traces offline.
We use a hash table to store the text shingling result, indexed by the shingles. It keeps track of all the messages that contain the corresponding shingle. Meanwhile, we use another hash table to store the result of URL comparison. It is indexed by the URLs and each element is a list of messages that contain the corresponding URL. When a new message arrives, it is disassembled into shingles and all the previously observed messages with identical shingles can be conveniently identified. The same holds for the URL comparison. In this way, the system does not need to compare the new message with all observed messages sequentially. Instead, it directly looks up the hash tables at the location of matching shingles and URLs, thus minimizing the overhead.

For the purpose of incremental clustering, our system maintains a set of disjoint clusters. Upon the arrival of a new message, it first creates a cluster containing a single element, the new message itself. Next, all clusters that contain a message that is “similar” to the new message must be found and merged with the new cluster, while the other clusters stay intact. We build a Union-Find data structure to accommodate this need. A Union-Find data structure supports three operations very efficiently, which are i) creating a new set, ii) finding the set containing a given element and iii) merging two sets. In addition, the system needs to eliminate clusters from time to time because of the exponential decaying. This operation is not supported by the standard Union-Find data structure. As a result, we enhance it to provide the functionality to return all the elements of a given cluster.

### 4.3 Supervised Machine Learning

While clustering provides a division of the observed messages, our system needs to make decision on each incoming message that flags it as either a spam or a legitimate message. The supervised machine learning module is essentially a trained classifier that makes this binary decision.

Two classifier candidates, support vector machine (SVM) [8] and decision tree [21], are widely used in the literature. Decision tree has the advantage that the trained classifier is simple to understand and fast. The time complexity to make a prediction on a new test point is $O(\log(N))$, where $N$ is the number of nodes in the trained tree. Such efficiency is a desirable property for an online system. On the other hand, SVM is reported to achieve good accuracy on a wide variety of problems such as handwriting recognition, face detection, text categorization, etc. However, the classification process of new data points gets slower if the training set is large. We test both classifiers on our dataset and decision tree yields better accuracy, $i.e.$, higher true positive rate and lower false positive rate. Consequently, we pick decision tree as the classifying module in the system.

### 4.4 Parallelization

Our system needs to achieve high throughput as an online spam filtering tool. The basic design shown in Figure 12 spends the majority of running time on incremental clustering. Consequently, accelerating the clustering process can greatly enhance the throughput.

Parallelization is a natural choice to achieve such a goal, but it seems to be counterintuitive in our specific case at the first glance, since incremental clustering is a sequential process, in the sense that the clustering process of the $n+1_{th}$ message is based on the clustering result of the first $n_{th}$ messages. Our solution is to compute the incremental clustering result for the next $k$ messages, instead of the next one message, simultaneously. For each one of the next $k$ messages, we compare its similarity to the observed messages and decide which existing clusters it should be merged into. The computation for one message is independent from others. Accordingly, $k$ threads are executed at the same time with each thread handling one message. Note that only the message similarity comparison is parallelized. All other operations, such as cluster merging, remain sequential to avoid conflict among threads.

The parallel design might slightly alter the clustering result comparing to the sequential case, but it will not noticeably affect the detection result. Without loss of generality, we analyze the potential alteration under the scenario of two threads, $t_1$ and $t_2$, processing two messages, $m_1$ and $m_2$, in parallel. The only situation when the clustering result differs must satisfy two conditions: i) $m_1$ and $m_2$ are similar, ii) there does not exist a previously observed message $m_0$, such that $m_0$ is similar to both $m_1$ and $m_2$. In this situation, a sequential execution will cluster $m_1$ and $m_2$ together immediately, but a parallel execution will not do so. The reason is that $t_1$ is unaware of $m_2$ and cannot find any previously observed message that is similar to $m_1$. Hence $m_1$ is left in a separate cluster containing only itself. The same applies to $m_2$. However, their corresponding clusters will be merged once a third message, $m_3$, which is similar to both $m_1$ and $m_2$, has been processed. In the context of spam message detection, the above scenario maps to the case that the first two spam messages from the same campaign are handled by the system in parallel. Given the limited number of spam campaigns, this scenario shall happen very rarely. For legitimate messages, such inconsistency in the clustering process will not affect the detection result at all since any clusters with size of 1 will be assumed to be legitimate.
5  Experiment

5.1 Methodology

We evaluate the system on a server machine that has eight cores (Xeon E5520 2.2Ghz) with Hyper-Threading and 16GB memory. We sort all the messages according to their timestamps and divide them into the training set and the testing set. The training set includes the first 25% of spam messages and all the legitimate messages in the same time period. The testing set contains the remaining messages.

The system has multiple tunable parameters (Section 4.1). \( W \) and \( a \) control the speed of cluster decay. The choice of their value is mainly constrained by the hardware resource, as lower decaying speed results in more resource consumption and slower processing speed. We pick 100,000 and 0.2 as the value of \( w \) and \( a \) in the experiments, respectively, according to our hardware resource limit. We also tested faster decaying speed by setting \( a \) as 0.5, but only found very slight change in the detection result. We pick 3 as the value of \( t \), the size threshold to eliminate a cluster, since a small value reduces the risk of removing a live spam cluster from the system.

In the training phase, we first feed the incremental clustering module with the training set, and record the feature values for all spam and legitimate clusters. We use all 6 features for the Facebook dataset. We use the 5 features other than interaction history score for the Twitter dataset, since interaction history score is not applicable for the broadcast interaction in Twitter. Next, We use the extracted feature values to train the classifier. We only use the clusters whose size is at least 5 for training. After that, the system is fed with the testing set. We conduct all the experiments obeying the time order, so that the experimental results can resemble the system performance in real-world deployment accurately.

5.2 Clustering Resemblance Threshold

The detection is based on the clustering of spam messages. Hence, the resemblance threshold used in the clustering process could potentially affect the detection result. Recall that the resemblance of a message pair is the ratio of shared shingles to the total number of distinct shingles, which represents the “similarity” between the message pair. In order to understand how to pick the best threshold, we study the resemblance value among spam and legitimate message pairs, respectively.

We first divide the Facebook dataset into the spam set and the legitimate message set. The division is trivial using the label of each message. After that, we compute the resemblance value of all the spam message pairs and the legitimate message pairs, respectively, by repeating the clustering process. Figure 13 shows the cumulative distribution of such value. The curve for legitimate message pairs embraces the y axis. For both types of message pairs, most of them have a very small resemblance value, meaning that they are almost totally dissimilar. This is expected because legitimate messages are spontaneously generated and are different to others naturally. For spam messages, many campaigns exist in our dataset and the message pairs across different campaigns are also very different. However, the curve for spam message pairs exhibits a sudden rise at the right most part, showing that some message pairs are very similar, which are those belonging to the same spam campaigns. The legitimate message pairs do not exhibit such a pattern due to the spontaneous nature. Despite this difference, it is apparent that both curves are flat in the middle. It suggests that comparably very few message pairs have the resemblance value falling in the middle area. Consequently, the system is insensitive to the threshold value as long as the value is not too small or too large, since varying the threshold would not significantly affect the clustering result. At last we pick 0.5 as the threshold used in all the experiments.

5.3 Accuracy

The accuracy of a detection system is characterized by two metrics, true positive rate (TPR) and false positive rate (FPR). True positive rate shows the detection completeness. It is defined as the number of instances correctly classified as spam divided by the total number of spam instances. False positive rate reflects the detection error on the legitimate messages. It is defined as the number of instances incorrectly classified as spam divided by the total number of legitimate instances. In this section we evaluate the overall accuracy (Section 5.3.1), the accuracy of different fea-
Figure 14: The overall detection accuracy subjecting to the varying spam to legitimate message ratio in the training set.

Table 1: The detection accuracy using each of the two feature sets with the Facebook dataset.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Features Contained</th>
<th>TPR</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSN Specific</td>
<td>Social Degree</td>
<td>38.3%</td>
<td>0.30%</td>
</tr>
<tr>
<td></td>
<td>Interaction History</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>Cluster Size</td>
<td>80.8%</td>
<td>0.32%</td>
</tr>
<tr>
<td></td>
<td>Average Time Interval</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average URL Number</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unique URL Number</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.3.1 Overall Accuracy

We first test the overall detection accuracy, using all applicable features and the complete dataset. An accurate detection system desires high true positive rate and low false positive rate simultaneously. Unfortunately, parameter tuning usually causes these two metrics to increase or decrease at the same time. We are forced to face the trade-off between them. We decided to tune the classifier to emphasize low false positive rate while maintaining a reasonably high true positive rate.

As suggested by Zadrozny et al. [33] and used by Thomas et al. [27], we adjust the ratio of spam to legitimate message in the training set by random sampling to tailor the performance, where a larger ratio indicates a stronger tendency to classify a message as spam. We use the C4.5 decision tree library provided by Quinlan [20].

5.3.2 Accuracy of Different Feature Sets

As stated in Section 3, we divide our features into two sets: the OSN specific features and the general features. To understand their significance to the system, we train the classifier exclusively using each feature set, test the detection accuracy and present the result in Table 1. The ratio of spam to legitimate message in the training set is 4:1. Since the Facebook dataset uses the complete 6 features, we conduct this experiment using the Facebook dataset. The general features achieve a true positive rate of 80.8%, which is similar to the result of using all features. Unfortunately, the false positive rate increases by more than 50%. On the other hand, the OSN specific features lead to a lower true positive rate (38.3%). We do not mean to compare between these two sets and decide which one gives better performance. Rather, the result shows that the detection accuracy would be significantly degraded in the absence of either feature set. Using their combination keeps the high true positive rate while reducing the false positive rate.

5.3.3 Accuracy Over Time

Spam campaigns are not persistent. Criminals will promote new campaigns on a continuous basis. As a result, it is important to evaluate how much time it takes before the classifier becomes out of date and needs to be re-trained. We carry out the evaluation using the Facebook dataset, because it contains messages generated throughout a time period of one year and a half. In comparison, the Twitter dataset is collected in a much shorter period of time and is not suitable for this type of evaluation. We use 4:1 as the ratio of spam to legitimate message in the training set. We dissect the testing set into 3-month time periods and study how the detection accuracy changes over time. We use the same trained classifier on the first 9 months of testing data, and measure the true positive rate as well as the false positive rate in each period. We only present the result in the first
9 months, because after 9 months the spam becomes very sparse in our dataset and the true positive rate is not representative. However, we do observe a significant rise in the false positive rate after 9 months, suggesting that our system may need re-training after such a long time to further reduce the false positive rate. Figure 15 shows the experimental result.

The false positive rate remains extremely low for all 3 periods. The period between 3 and 6 months after training incurs the highest false positive rate, which is about 0.04%. It shows that our system misclassifies very few legitimate messages as spam, even if the training takes place up to 9 months before the time of classification. The true positive rate in the first period and the third is a bit lower. We find that it is caused by campaigns heavily adopting obfuscation that results in large number of small clusters instead of small number of big ones. This type of campaign does not appear in the second period. It demonstrates that the features we select indeed capture the commonality among spam campaigns, so that they remains effective even if the campaigns being classified do not present in the training data. These findings indicate that our system can remain accurate without the need for re-training for a long period of time, which minimizes the maintenance cost after deployment.

5.4 Resilience against Stealthy Attack

One of the spammers’ common attempts to evade detection is to carry out stealthy attack. Under stealthy attack, the speed of spam generation is reduced so that the anti-spam system cannot acquire sufficient instances to learn the spam pattern. To simulate such an attack, we randomly remove certain proportion of spam messages, ranging from 20% to 80%, from both dataset. The effect is the same as if the spammers generate spam messages at a reduced speed. The legitimate messages are untouched. After that, we repeat the overall accuracy test on the modified dataset, choosing 4:1 and 1:1 as the ratio of spam to legitimate messages in the training set for Facebook and Twitter dataset, respectively. Figure 16 illustrates the result. In the Twitter experiment, the true positive rate and the false positive rate exhibit very slight difference comparing with the experiment using the original dataset in all test cases. In the Facebook experiment, the true positive rate and the false positive rate decrease moderately when we remove 20%, 40% and 60% of spam messages. The reason is that as spam becomes more sparse in the dataset, more spam clusters become indistinguishable from legitimate message clusters. When we remove 80% of spam messages, the system does not handle it gracefully as the true positive rate drops to 49% and the false positive rate rises to 0.44%. The results show that except for the Facebook experiment when we remove 80% of spam messages, stealthy attack slightly decreases the system’s the true positive rate. Nonetheless, the false positive rate does not increase, which means that the system is still “safe” against legitimate messages under such attack.

5.5 Run Time Performance

The run time performance is critical, since our system must not be the bottleneck that slows down the OSN platform if deployed. The training time is only a few seconds in all the experiments. In addition, we measure the latency and throughput to demonstrate that our system can respond to an incoming message very quickly and that it can inspect large number of messages per second.

Latency The latency is measured as the time between when the system receives a message and when the system outputs the inspection result. We process all the messages sequentially in this experiment. Figure 17 shows the cumulative distribution of the system latency, measured in milliseconds. The average and median latency for the Face-
Spammers continuously rival anti-spam solutions. Although our system is demonstrated to be robust against stealthy attacks, other approaches might be adopted to evade it. One possible way is to tamper with the clustering process by reducing the syntactic similarity among messages from the same campaign. We have observed such attempts in both of our datasets. In the Facebook dataset, spam campaigns start to include obfuscation in the textual message, e.g., using “profil image” instead of “profile image”. In the Twitter dataset, almost all spam tweets contain random meaningless words, which we suspect to be obtained from a collection of popular words. Nonetheless, our system defeats these attempts and yields good detection accuracy. Meanwhile, obfuscation and embedded random chunks decrease the message readability as well as trigger the recipients’ suspicion, which lowers the underlying conversion rate. Another way to evade the system would be to manipulate the features of spam clusters, for the purpose of making them indistinguishable from legitimate clusters. It is not too difficult to do this for each individual feature. For example, spammers may use fake accounts with lower social degree to tamper with the “sender social degree” feature. In addition, they may only send spam with longer time interval to tamper with the “average time interval” feature. They may also send spam with longer time interval to tamper with the “interaction history” feature. They may also send spam with longer time interval to tamper with the “average time interval” feature. Manipulating any individual feature is likely to have very limited effect, since our system uses all six features in combination. Even though deliberate spammers in theory may manipulate all the features simultaneously, they have to pay a heavy price for doing so. In the previous three examples, the spam recipient population becomes much smaller, and the speed of spam generation becomes slower by orders of magnitude. If we can force spammers to do that, it is already a victory. The third evasion technique is to produce image-based spam. Our current design does not work for image-based spam.

7 Related Work

We discuss prior related work by organizing them into two general categories: studies of spamming problem in OSNs and in other environments.

Spam Studies in OSNs. Stein et al. present the framework of the adversarial learning system that performs real-time classification on read and write action in Facebook [25]. However, the lack of details, e.g., the features and policies used, and performance results prevent us from further comparison. Two offline studies have revealed large-scale spam campaigns in Twitter and Facebook, respectively [9, 10]. Designed as offline analysis tools, none of them can be directly used for online spam detection. [10] is based on URL blacklists which have too long lag-time to protect a significant number of users. [9] uses a similar clustering technique. However, it needs to operate on the complete set of messages, and its efficiency limits the clustering to be performed on the 2 million messages with URLs. In comparison, we adopt incremental clustering and parallelization to enable the system to inspect messages only based on other messages observed in the past, as well as to increase the scalability. Also, we develop the feature set to distinguish spam cluster that can be efficiently computed online. Thomas et al. [27] propose to filter malicious URLs in OSNs in real-time, which can be used to identify malicious messages later. While their approach does deep analysis of the URLs’ landing pages, our approach uses an
alternative information source for the investigation, i.e., the message content. Song et al. propose to use sender-receiver relationship to classify twitter messages [24]. Stringhini et al. [26], Lee et al. [14] and Yang et al. [31] use machine learning techniques to detect spamming bots in OSNs, which are accounts created by spammers and used exclusively for spamming. Yardi et al. use a collection of ad-hoc criteria to identify spamming bots on Twitter [32]. In comparison, our detection focuses on spam messages instead of accounts, so that we can secure OSNs from spams generated by both spamming bots and previously legitimate accounts that have been compromised. Additionally, Benevenuto et al. [5] and Markines et al. [16] apply supervised machine learning to detect spammers in Youtube and social bookmarking sites, respectively. These websites do not focus on communications among users. Instead, their key functionality is video and bookmark sharing. Hence, the feature set used for machine learning is very different.

Other Spam Studies. There is a large body of prior work studying the characteristics of email spam [4, 12, 13, 35]. However, few of them can potentially be used as online detection tools. Researchers propose to enhance IP blacklists by correlating IP addresses according to their email sending history, network-level information, blacklisting history and so on, in order to discover spamming IP addresses that are not yet blacklisted [19, 22, 28]. As discussed previously, sender reputation based approaches are not suitable for OSN spam detection. Pitsillidis et al. extract the underlying templates to match future spams [18]. Li et al. propose to enhance Bayesian filter by adjusting the weight of spam keywords using personal social network information [15]. Both approaches detect campaigns that have been contained in the training set. Our approach does not have such a restriction. Xie et al. generate regular expression signatures for spamming URLs [30]. In addition, Thomas et al. use a comprehensive list of features to determine whether a given URL directs to spam in real-time [27]. The above two approaches essentially detect spamming URLs. In comparison, our approach can detect spam messages even if no URL can be recognized in them due to the obfuscation techniques.

8 Conclusions

In this paper, we describe our work to provide online spam filtering for social networks. We use text shingling and URL comparison to incrementally reconstruct spam messages into campaigns, which are then identified by a trained classifier. We evaluate the system on two large datasets composed of over 187 million Facebook wall messages and 17 million tweets, respectively. The experimental results demonstrate that the system achieves high accuracy, low latency and high throughput, which are the crucial properties required for an online system. In addition, the system is able to remain accurate for more than 9 months after the training phase, which shows its very low maintenance cost after deployment. For more information, please refer to the project web page at http://list.cs.northwestern.edu/.
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