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Abstract—In this study, we examine the ways in which user attitudes towards privacy and security relating to mobile devices and the data stored thereon may impact the strength of unlock authentication, focusing on Android’s graphical unlock patterns. We conducted an online study with Amazon Mechanical Turk (N = 750) using self-reported unlock authentication choices, as well as Likert scale agreement/disagreement responses to a set of seven privacy/security prompts. We then analyzed the responses in multiple dimensions, including a straight average of the Likert responses as well as using Principle Component Analysis to expose latent factors. We found that responses to two of the seven questions proved relevant and significant. These two questions considered attitudes towards general concern for data stored on mobile devices, and attitudes towards concerns for unauthorized access by known actors. Unfortunately, larger conclusions cannot be drawn on the efficacy of the broader set of questions for exposing connections between unlock authentication strength (Pearson Rank $r = -0.08$, $p < 0.1$). However, both of our factor solutions exposed differences in responses for demographics groups, including age, gender, and residence type. The findings of this study suggests that there is likely a link between perceptions of privacy/security on mobile devices and the perceived threats therein, but more research is needed, particularly on developing better survey and measurement techniques of privacy/security attitudes that relate to mobile devices specifically.

I. INTRODUCTION

In order to protect sensitive data stored on or accessed via a mobile device, such as a smartphone, knowledge-based authentication methods (e.g. use of PINs, stroke-based patterns) or biometric methods (e.g. fingerprints) can be used to verify the identity of the user, thereby enabling the device to be unlocked. Research suggests that attitudes to securing mobile devices are known to differ among users [19], [17], [14], [18], [32], [1], [33]. Although locking behavior is often practiced, annoyances have been found with the process [19], [1], [33]. While not averse to locking a mobile device, Egelman et al. [14] identified lack of motivation as one factor deterring participants in their study from securing their technologies. Calculated decisions were made by some participants, depending on the perceived effort required to lock devices. Deterrents have also been attributed in part to the absence of threats to security, along with negative perceptions of the security of lock screens [17].

For purposes of unlocking a mobile device, many Android users have the option of using stroke-based patterns which can be entered via the interface. The user is required to connect a sub-set of four or more pre-selected contact points arranged in a 3x3 grid in the correct sequence to authenticate entry. However, studies have shown that in practice, only a small number of distinct patterns are selected from the 389,112 choices available [6]. The majority of these user-selected patterns can be easily guessed with roughly the same difficulty as guessing random 3-digit PINs [4], [38]. While the threat of observer and smudge attacks exist when using a locking mechanism, the benefits often outweigh the impact of losing sensitive data for potential abuse by third parties. Prior work in the area has often focused on the factors impacting locking compliance or lack thereof [19], [17], [14], [18]. Although limited in number, studies have been conducted examining security and privacy attitudes associated with locking behavior [1], [33]. However, research has yet to be undertaken to directly connect security/privacy attitudes with passcode strength.

In this paper, we describe a study examining the ways in which users select authentication stimuli, notably Android’s graphical password system or “pattern unlock” based on their attitudes towards a set of security and privacy prompts concerning information privacy on mobile devices. We collected and analyzed a large dataset ($n = 750$) of self-reported Android unlock patterns/statistics regarding pattern choice and correlated that data with agreement/disagreement responses to a set of privacy prompts related to the privacy of data stored on mobile devices.

The goals of this study are twofold: first we hypothesized that there is a relationship between privacy attitudes regarding mobile devices and the security of the authentication stimuli selected (H1), and second we hypothesized that there may be demographic factors (e.g., age, location of residence) that may affect security and privacy responses (H2). As our questionnaire is short in design, the hope is that these prompts can be used as starting point to design more advanced measurement techniques, or more directly, a subset of these questions could be used at device set-up time (or during a security audit) to better understand user motivation and potentially nudge users towards secure choices.

We conducted per-prompt analysis, an analysis of averages of the scores, and used principal component analysis (PCA) to expose any latent factors in the data. The PCA analysis explained 55% of the variance for a two factor solution with high internal consistency for each factor solution (Cronbach’s alpha > 0.7) and low correlation (likely independence) between
the factors (Spearman Rank $\rho = 0.09$, $p < 0.05$). The two different latent factors identified different aspects of participant response, particularly around aspects of present vs. external threats to security/privacy. A similar dichotomy was found when identifying connections to unlock authentication strength.

The overall results, using the entirety of the questions to predict users with weaker unlock strengths, are unfortunately inconclusive as the correlation effect is small (Pearson Rank $r = -0.08$, $p < 0.1$) with a weak effect size. We argue, though, that the results are encouraging for the potential of such a link between security/privacy attitude and unlock authentication may be present, if more advanced measurement methods were developed.

The results of the survey do provide a path forward in identifying better honed measurement methods when analyzing the response to individual privacy/security prompts. Two such prompts had statistically significant differences with regard to the reported strength of the authentication patterns. In particular, an agreement with general concern for privacy of data stored on mobile devices and concern of unauthorized access from known actors (e.g., friends and family) led to stronger authentication choices ($p < 0.05$).

In analyzing other relationships between the participants and the privacy prompts, we show that our two factor solutions found using PCA exposes interesting demographic differences in our responses. In particular, Factor 1 solution correlated more with the strength of the reported results, our second factor solution, Factor 2, better separated the respondent’s attitude with respect to their age and willingness to provide a pattern or statistics about those patterns for the experiment.

To summarize, the paper makes the following contributions and findings:

- An analysis of the efficacy of a short privacy/security questionnaire regarding threats to mobile devices.
- Exposing latent factors via PCA that describe a clear difference in participants between perceptions of present and external threats to mobile device security.
- Demonstrating correlations between latent factors of the survey with demographic information, particularly age and location.
- Identifying the connection of individual questions to unlock authentication strength, but inconclusive results for the entirety of the prompts.

Based on these results, we conclude that while we suspect that a relationship between authentication choice and security/privacy attitudes of mobile devices seems probable, we were not able to find enough evidence here to draw strong conclusions. Further study is needed, and we show a number of promising directions regarding measurement methods that could be applied to expose this link. In particular, there are encouraging findings with respect to specific prompts, as well as when applying factor analysis to the entire set of privacy prompts. This suggests that using a short survey to better understand user perceptions regarding privacy on mobile devices could be possible and would be a useful tool in directing users in a personalized way, based upon their own security and privacy perceptions, towards more secure choices.

II. RELATED WORK

Researchers have aimed to optimize both security and usability for mobile unlocking mechanisms, through extensive studies examining both attitudes and usage behaviors relating to securing mobile technologies. In terms of attitudes, mobile device users have been found to express concerns about security [26] and make clear demands for protection against unauthorized use [13]. However, difficulties have been experienced when complying with general security guidance, such as using passcodes [13], even if users are ‘tech savvy’ [26]. Research suggests that a number of mobile device users prefer not to lock their devices [14]. Reasons for this include concerns about emergency personnel not being able to identify them, not having their devices returned if lost, and not believing they had any data worth protecting. Lack of motivation and awareness were also found to be reasons behind lack of compliance in a study by Qiu et al. [35]. The usability challenges (i.e., the time taken to use locking screens) were identified by Malkin et al. [32] as deterrents for locking. When examining perceptions in more detail, Egelman et al. [14] identified a strong correlation between use of security features and risk perceptions, which indicates rational behavior. The researchers also observed that most users likely underestimate the extent to which data stored on their smartphones pervades their identities, online and offline. Hayashi et al. [20] found that most of the participants in their study wanted at least half of their applications to be accessible without requiring an unlock code, which according to Egelman et al. [14], suggests opportunities for improving current locking mechanisms.

Studies have examined a range of factors which may play a role in impacting privacy and security attitudes. For example, Benenson et al. [7] conducted a study to identify whether mobile device users utilizing different operating systems had varying perceptions of security. Findings from their study showed that 20% of Android users and 5% of iOS users were privacy aware. Mare et al. [33] examined the impact of age, among other factors, on attitudes to privacy and security. The researchers identified that teenage users and not just adults were interested in these areas. However, teenage users were thought to have less useful understandings of how to achieve it.

Studies have been conducted to investigate locking behaviors by users from eight countries (e.g. [18], [32]). Findings revealed that level of protection varies by location. Participants in most non-U.S. countries were between 31% and 76% more likely than Americans to have a secure lock screen. Age and sex were also thought to play a role in determining locking behavior. Reasons for lack of compliance appeared to be similar across participants from most countries examined [18]. Egelman and Peer [15] examined the impact of individual differences on privacy and security attitudes. The five factor model, often used to examine the impact of these differences on decision making, was found to be a weak predictor of privacy preferences and behaviors. The researchers identified that decision-making style and risk-taking attitudes are strong predictors of privacy attitude.

Qiu et al. [35] have focused on recording and analyzing locking behaviors among mobile device users. These include the length of unlocking and interaction sessions with the devices, outcomes (failed/succeeded) of the unlocking attempts, type of locking mechanism (e.g. manually or through auto-
lock), participants’ attitudes of sharing their devices with other people, device locations and information gathered from accelerometers/gyroscopes, the model of the device and its screen size. Although the study has yet to be completed, the findings would offer interesting insights to interface designers aiming to develop security solutions to better meet the needs of mobile device users. Hintze et al. [21] also examined usage behavior when using mobile devices. Findings showed that a noteworthy amount of users do not lock their devices after usage, increasing the possibility of malicious interaction with the device when considering unlocked usage, as devices stay unlocked for a short period afterwards.

In terms of challenging perceptions of risk, concerns and attitudes to screen locking, Albayram et al. [11] presented a video to participants based on ‘fear appeal’ highlighting the potential consequences associated with poor locking compliance. The video was found to significantly affect levels of perceived severity, vulnerability, and response efficacy. The researchers suggest that risk communication can effectively change risk perception, which can be a key to promoting secure behavior such as the use of a secure screen lock mechanism on smartphones.

III. Methodology

The goal of this research was to determine if security and privacy attitudes towards data stored on mobile devices impact the strength of chosen passcodes. Our primary result involved the analysis of participants’ agreement/disagreement with statements regarding information security/privacy of mobile phones (on a Likert scale). This type of approach has been used by other researchers in prior work [11], [27], [30], [8], [12]). Some of those participants also self-reported their mobile device unlock passcode (an Android graphical pattern) in addition to reporting their agreement/disagreement with the privacy statements, allowing us to compare their privacy sentiment with regards to their mobile device and the relative strength of their passcodes.

To measure the strength of the reported passcodes, we use password guessability metrics [9], [34], [23] and particularly the guessing methods developed in related work [4], [38] trained using non-overlapping data of user-generated passcodes obtained from the same related work [38], [29], [39]. All the data collection methods were reviewed and approved by our institutions’ IRBs.

A. Self Reporting Passcodes

This study builds upon the analysis and data collection conducted previously by Aviv et al. [4], [5]. The study was conducted on Amazon Mechanical Turk and participants who self-identified as Android mobile device users were recruited with the following prompt:

You will be asked to (optional) self-report what your Android unlock pattern is, or report statistics about your pattern. If you do not use the Android unlock pattern, please do not complete the HIT.

Participants entering the survey were aware of the nature of the study and what was going to be asked of them. This may have provided a bias to the results as those opting-in may have been less privacy conscious then those opting-out; however, the option to not report a pattern and still complete the survey allowed for more privacy conscious users to participate. The statistics that participants reported about their patterns included the start contact point and whether any of a pre-selected set of tri-grams were present, i.e., a connection of three contact points, but were not required to reveal their precise pattern. Both those who reported their actual pattern or statistics were compensated equally, $0.75, for their participation and fully completing the survey.

Once the HIT was accepted, the structure of the survey was as follows:

1) Informed Consent: Participants were made aware of the intent of the survey, the data collection and protection procedures, and the kinds of information that would be collected.
2) Demographic Information: Participants answered background questions about their age, gender, and place of residence, either rural, suburban, or urban. Participants were limited to U.S. areas using Amazon Mechanical Turk’s settings.
3) Pattern/Stats: Participants were given the option to either report statistics about their Android unlock pattern or report their actual pattern.
4) Privacy Prompts: Participants were asked to rate their agreement/disagreement with the privacy prompts (see below for specific prompts).
5) Confirm/Attention Tests: At the end of the survey, participants were asked to re-enter their pattern (or stats) and answer a question about providing truthful responses. Participant data was removed if the participant failed to confirm the same pattern/stats or answered negatively to the truthfulness question. Seven participants were excluded for this reason.

Further, participants were required to complete the entirety of the survey on an Android device. The survey, including pattern entry screens were written using a combination of JavaScript, PHP, and HTML, and run completely within a browser on a mobile device. Once the HIT was accepted, the participants were provided with a link to visit on their Android device’s browser window. To ensure that participants used an Android device, the user-agent header was checked. While the user-agent header can be spoofed, it is likely more burden than it is worth given the compensation for the survey of $0.75. Participants who did not own an Android device should have returned the HIT in order to complete other tasks.

The demographics of the study are presented in Table I and in total 750 individuals participated in the study, 443 of which also self-reported their authentication passcode for their Android unlock pattern.

B. Security/Privacy Prompts

Each participant, regardless of if they self-reported a unlock pattern, were provided with the following prompts/questions which they responded disagreement/agreement with on the following scale: “Strongly Disagree,” “Disagree,” “Neither Agree nor Disagree,” “Agree,” or “Strongly Agree.”

- Q1: I am concerned about the privacy of the data stored on my mobile device(s).
While other published scales have been used by researchers to determine perceptions/attitudes towards security/privacy, such as the ones described by Buchanan et al. [10], Malhotra et al. [31], Kumaraguru and Cranor [25] (Westin Primary Segmentation index), and others, some parts of these scales are out of date, not focusing on mobile devices (and aspects of unlock authentication) or were deemed to be prohibitively long for a participant to take on a mobile device. Instead, we developed our prompts from prior published privacy scales for computing, generally [11], [27]). We do not imply that these prompts provide complete clarity of security/privacy attitudes. However, they do expose some key aspects of the mental models of users. For example, the difference between security/privacy of data stored on the device vs. security/privacy of data stored online, as well as the difference between unauthorized access by unknown actors and known actors. Further, as we will discuss in the next section, we found acceptable internal consistency with two different factors, similar to that of other published security/privacy questionnaires.

### IV. IDENTIFYING LATENT FACTORS

As a first step in the analysis, consider the results in Figure 1 for a general overview of the responses to each of the privacy prompts. Clearly observed is the fact that there are varied distributions in the responses, by which some of the participants were strongly in agreement for most of the questions, while other questions provided more varied responses. The variance of the responses is not ideal as some questions have mostly agreement or strong-agreement (Q1, Q4, Q5, and Q7), while others show more spread variance (Q2, Q3, and Q6). To better identify the impact of all the prompts, i.e., to find an appropriate weighting, we can apply a naive method or a more advanced factor-based analysis.

The naive method for computing a quantitative privacy response into a continuous variable for each participant is to simply take the average of each of the responses to each of the questions, on a scale from 1 to 5, which we refer to as the privacy average. A privacy average across the prompts of 5 would indicate strong agreement with all the prompts, and a 1 would indicate strong disagreement. Values in-between would indicate a more nuanced perspective, but likely shifted towards more agreement or less agreement with the prompts. We apply this quantization in much of our analysis and justify it through

TABLE I: Participant demographics for those that only reported statistics on their authentication pattern and those that reported their authentication pattern.

<table>
<thead>
<tr>
<th></th>
<th>Reported Statistics</th>
<th>Reported Pattern</th>
<th>Urban</th>
<th>Suburban</th>
<th>Rural</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>307</td>
<td>443</td>
<td>278</td>
<td>330</td>
<td>142</td>
<td>407</td>
<td>343</td>
</tr>
<tr>
<td>18-24</td>
<td>58</td>
<td>148</td>
<td>83</td>
<td>90</td>
<td>33</td>
<td>123</td>
<td>83</td>
</tr>
<tr>
<td>25-34</td>
<td>134</td>
<td>228</td>
<td>143</td>
<td>154</td>
<td>65</td>
<td>199</td>
<td>163</td>
</tr>
<tr>
<td>35-44</td>
<td>85</td>
<td>52</td>
<td>41</td>
<td>66</td>
<td>30</td>
<td>67</td>
<td>70</td>
</tr>
<tr>
<td>45-54</td>
<td>24</td>
<td>13</td>
<td>8</td>
<td>18</td>
<td>11</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>55-64</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>65+</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

- **Q2**: I am more concerned about the privacy of the information stored on my mobile device as compared to my laptop or desktop.
- **Q3**: I am more concerned about the privacy of the information stored on my mobile device as compared to information stored online.
- **Q4**: I am concerned about identity theft.
- **Q5**: I am concerned about my privacy online.
- **Q6**: I am concerned about unauthorized access to my device by known actors (people I know, for example, friends, family, and my peers).
- **Q7**: I am concerned about unauthorized access to my device by unknown actors (people I don’t know, for example, police, government, and corporations).

Based on the responses, a security/privacy attitude average can be calculated by assigning a value of 1 to “Strongly Disagree,” 2 to “Disagree,” 3 to “Neither Agree nor Disagree,” 4 to “Agree,” and 5 to “Strongly Agree” that related to the general privacy attitude of a participant as it relates to information stored on mobile devices. For those participants that also self-reported their authentication passcode, we next analyzed the strength of that passcode as it related to their security/privacy attitudes.

Fig. 1: Magnitude of responses to each question prompt for those that reported statistics and those that reported patterns, where: SD is “Strongly Disagree,” D is “Disagree,” N is “Neither Disagree nor Agree,” A is “Agree,” and SA is “Strongly Agree.”
As a more advanced technique for determining appropriate weighting of the questions in computing a continuous value, we use principal component analysis (PCA) to identify latent factors in the responses and the associated question weights (loading) that lead to high internal consistency in responses between questions. This is a common technique for verifying privacy scales, and we follow the verification technique in prior published work, particularly that of Buchanan et al. [10].

Just as in Buchanan et al. [10], we required a loading greater than 0.3 for a Varimax analysis, which left us with a three-factor solution. Further we used Saucier’s criteria and then Cronbach’s alpha > 0.7 to determine factor purity, after which we were left with two viable factors. The loadings of each of the factors are presented in Table I. Factor 1 (F1) had a Cronbach alpha of 0.74 and Factor 2 (F2) had a Cronbach alpha of 0.71. Comparing the two-factor solutions, we find that they are weakly correlated. Figure 2 plots the factors in 2D space, and shows the weak negative correlation (Spearman rank of ρ = −0.09, p < 0.05), suggesting that each factor is exposing different latent factors of the. As ρ is quite small, these two factors are exposing different aspects of the responses, and overall, 55% of the variance is explained by the two factor solution.

Observing the loadings, F1 is very similar to the privacy average metric described previously because each of the questions are loaded at nearly equal weight, but the loading is all negative. Since the contribution of each of the questions is significant and none are significantly greater than any other, it suggests that using an average of the results provides a reasonable and straightforward quantitative measure of privacy attitudes based on the question prompts.

The F2 solution provides a very different loading. Question 2, which compares the privacy of information stored on the mobile device compared to a laptop or desktop, does not contribute to the solution based on the minimization criteria requiring high internal consistency. While Q2 contributes largely in F1, it does not provide any loading in F2. Instead, Q6 and Q4 have the largest impact, one positive and one negative, respectively.

These two questions, Q6 and Q4, highlight one of the big dividers we found in this survey: present vs. distant threats. Q4 refers to the risk of identity theft, which mostly occurs from unknown actors, while Q6 refers to the threat of unauthorized access by familiar, known actors, like friends and family. When the external threat factor is combined with the other negatively loaded factors, which all deal with external threats to data security and privacy, it is clear that F2 is picking up on differences between participants fears of known vs. unknown actors. As we will show, F2 provides significant differences in results when considering the willingness of demographic factors, particularly surrounding age.

V. GUESSABILITY METRIC

For the strength metric of Android unlock patterns, we use guessability [9], [34], [23]. Guessability is a metric that describes how many guesses would an informed attacker require to guess a user’s password in an offline setting.

The guessability metric requires the creation of a guessing algorithm which outputs a series of guesses in order of most likely used passwords to least likely used passwords. Prior work in this space has provided a framework for designing these algorithms [4], [38] which require training data. One advantage present for studying Android unlock patterns is that, unlike text-based passwords where there are essentially an unbound number of passwords, for Android unlock patterns there are finite number of patterns, exactly 389,112 [6]. Thus, it is possible to develop a complete ranking of patterns using a guesser.

The best known guessing algorithms [4], [38] leverage the properties of commonly selected patterns, such as the Z- and M-shaped patterns (and rotations/flips thereof), to construct a Markov model based on transitions within the pattern grid space. Recall that Android unlock patterns require connecting a set of 3x3 grid points in a continuous gesture without repetition or avoidance. The order in which those grid points connect is well modeled using a bi-gram transition matrix of likelihoods, where the likelihoods are measured based on training data. Additional probabilities considering the start point, end point and the length of the pattern can also be modeled using similar measures. Once the model is constructed, all 389,112 possible patterns (enumerated using brute force, as in Aviv et. al [6]) are analyzed using the Markov model, producing a likelihood score. Ranking the patterns based on this likelihood score provides a guessability metric where lower values indicate patterns that are
Willingness to reveal this information could also be considered work by Aviv et al. [4] (particularly the pen-and-paper data).

An omnibus MANOVA test showed no significant differences between these groups. Additionally, the Factor 1 (F1) solution also showed no statistical differences between the responses of participants who were or were not willing to provide a pattern for analysis. Interestingly, the Factor 2 (F2) solution does show a significant difference that is not present in prior tests. This result suggests that F2 is capturing some more difference between the willingness of those to share information about their authenticator than what is simply captured under an average of the responses.

While we found no significant differences with respect to gender (see Table [IV]), we did observe differences within other demographic groupings. The reported location of participants (urban, sub-urban, vs. rural) showed significant differences for the factor results and under MANOVA tests ($p = 0.012$); post-hoc, one-vs-all analysis suggests that urban respondents differed significantly compared to other groupings (see Table [V]). This is also captured using the F1 weighting and using the average of responses, as expected given the generally smooth weighting of F1. In analyzing the questions, using a Bonferroni correction, Q2 (more concern about security/privacy on mobile vs. desktop/laptop) and Q6 (more concern about known actors vs. unknown actors) showed the most differences for these groups. While we exclude Q3 (more concern about privacy on mobile vs. online) due to the correction, it is worth noting that it does seem to have some impact on differentiating respondents and is highly weighted under F1.

When comparing age groups (see Table [VI]), again we see that particular questions expose significant differences between the groups, supported under MANOVA analysis ($p = 0.012$). Post-hoc MANOVA analysis, using a one-vs-all method, suggest that 18-24 and 45-54 age groups were significant different in responses to other respondents. In particular, for older participants (45-54) there is more agreement with Q3 regarding more concern for the security/privacy of data stored on mobile devices as compared to data stored online, but younger participants (18-24), however, show more disagreement, suggesting that they may be more concerned with their online footprint. Further, there is a divide regarding Q6, known vs. unknown actors. Younger participants show more security/privacy concern regarding unauthorized access from both known and unknown threats, and are particularly sensitive to known actors as compared to other groups.

The second factor solution (F2) also exposes an overall difference in the security/privacy sensitivity for age. Recall that more negative responses correlated with more security/privacy sensitivity, and we see an increase in that sensitivity (more negative) for increased age. Looking at the weightings to questions within F2, the response to Q1 (concern about security/privacy), Q4 (identify theft), and Q5 (online privacy) are the most strongly negative within the F2 solution. The result may indicate that these security/privacy threats resonate more strongly with older participants and that F2 is capturing that.

As a limitation to these results from age and location, there is overlap between individual groupings in these statistical tests, e.g., more young people live in urban settings, so results may be oversampling a sub-group of the population. Even correcting for that, across the hypothesis (using smallest p-values), it would suggest that Q2, Q3, and Q6 play the most significant individual roles; this is further supported in the PCA weightings for both F1 and F2 solutions.
we found that there exists a small correlation between the

**TABLE V: Security/Privacy average per question/promp comparing locales.** Data followed a normal distribution ($Z = 23.68, p = 0.012$), and post-hoc analysis (one vs. all) suggests that responses from Urban participants were significantly different. Using a Bonferroni correction, Q2 and Q6 show significant different responses within questions. F1 comparisons also suggest significant differences.

<table>
<thead>
<tr>
<th>18-24</th>
<th>25-34</th>
<th>35-44</th>
<th>45-54</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>$\mu = 3.89, \sigma = 1.02$</td>
<td>$\mu = 3.91, \sigma = 0.99$</td>
<td>$\mu = 4.05, \sigma = 0.83$</td>
<td>$\mu = 4.19, \sigma = 0.65$</td>
</tr>
<tr>
<td>Q2</td>
<td>$\mu = 3.21, \sigma = 1.25$</td>
<td>$\mu = 3.30, \sigma = 1.18$</td>
<td>$\mu = 3.45, \sigma = 1.13$</td>
<td>$\mu = 3.08, \sigma = 1.07$</td>
</tr>
<tr>
<td>Q3</td>
<td>$\mu = 2.88, \sigma = 1.19$</td>
<td>$\mu = 2.92, \sigma = 1.13$</td>
<td>$\mu = 3.26, \sigma = 1.01$</td>
<td>$\mu = 3.24, \sigma = 1.02$</td>
</tr>
<tr>
<td>Q4</td>
<td>$\mu = 3.87, \sigma = 1.03$</td>
<td>$\mu = 3.96, \sigma = 0.94$</td>
<td>$\mu = 3.97, \sigma = 0.78$</td>
<td>$\mu = 4.03, \sigma = 0.75$</td>
</tr>
<tr>
<td>Q5</td>
<td>$\mu = 4.01, \sigma = 0.90$</td>
<td>$\mu = 4.09, \sigma = 0.80$</td>
<td>$\mu = 4.15, \sigma = 0.65$</td>
<td>$\mu = 4.14, \sigma = 0.58$</td>
</tr>
<tr>
<td>Q6</td>
<td>$\mu = 3.51, \sigma = 1.24$</td>
<td>$\mu = 3.25, \sigma = 1.25$</td>
<td>$\mu = 3.23, \sigma = 1.15$</td>
<td>$\mu = 2.84, \sigma = 1.05$</td>
</tr>
<tr>
<td>Q7</td>
<td>$\mu = 4.22, \sigma = 0.87$</td>
<td>$\mu = 4.02, \sigma = 1.00$</td>
<td>$\mu = 4.14, \sigma = 0.86$</td>
<td>$\mu = 4.11, \sigma = 0.86$</td>
</tr>
<tr>
<td>avg</td>
<td>$\mu = 3.66, \sigma = 0.69$</td>
<td>$\mu = 3.64, \sigma = 0.65$</td>
<td>$\mu = 3.75, \sigma = 0.56$</td>
<td>$\mu = 3.66, \sigma = 0.50$</td>
</tr>
<tr>
<td>F1</td>
<td>$\mu = -9.40, \sigma = 1.85$</td>
<td>$\mu = -9.33, \sigma = 1.74$</td>
<td>$\mu = -9.63, \sigma = 1.50$</td>
<td>$\mu = -9.34, \sigma = 1.37$</td>
</tr>
<tr>
<td>F2</td>
<td>$\mu = -1.79, \sigma = 0.96$</td>
<td>$\mu = -2.03, \sigma = 1.13$</td>
<td>$\mu = -2.16, \sigma = 0.97$</td>
<td>$\mu = -2.52, \sigma = 0.85$</td>
</tr>
</tbody>
</table>

**TABLE VI: Security/Privacy average per question/prompt comparing Age.** Age ranges for 55+ were excluded to limited sample size. Data followed a normal distribution ($Z = 23.68, p = 0.012$) according to an Anderson-Darling test. Using MANOVA indicates that there are significant differences across responses ($Z = 23.68, p = 0.012$), post-hoc analysis (one vs. all) suggest that responses from 18-24 and 45-54 were significantly different. Using a Bonferroni correction, Q3 and Q6 show significant difference in responses within ages. Additionally, F2 captures differences in age well, again, 18-24 and 45-54 showing the most difference.

**B. Guessability Strength**

In Figure 3, a scatter plot is presented which depicts the PCA two factor solutions for each participant who self-reported a pattern compared to the guessing number (log scale). Using Pearson Correlation (on the non-log guess values), we found that there exists a small correlation between the average security/privacy response and the guessing number ($r = -0.08, p < 0.1$) for F1. This suggests that as individuals express stronger security/privacy preferences (more negative results in F1 indicates more agreement with the security/privacy prompts), there is a small increase in self-reported passcode strength, as represented in the guessing number. We acknowledge that this is a limited and disheartening small effect and possibly inconclusive or a negative result, but this and other results do suggest that there likely exists some correlation between security/privacy attitudes and security of authentication choice under the right measurement circumstances. Our intuition for there likely being a connection is due to the responses to individual questions with regard to the security of authentication choices.

We broke down the results further per question to analyze the attitudes towards specific security/privacy prompts and determine which factor and questions have the largest impact. Figure 4 displays a box-and-whisker plot of the guessing numbers for self-reported patterns broken down by response within each question prompt. To measure significance, we performed a Mann-Whitney U-test (guessing numbers are not necessarily normally distributed) within group analysis comparing the guessing number of participants who expressed agreement (“Agree” or “Strongly Agree”) with those that express disagreement (“Disagree” or “Strongly Disagree”). We do not include the neutral (“Neither Agree nor Disagree”) group in this analysis. In total, we make 7 hypothesis tests over the same overlapping data (namely guessing numbers) that examine whether agreement/disagreement of the prompt impacts guessing number, and as such, we consider significance with a Bonferroni correction. Table VII displays the primary results.

We find that in the case for question prompt Q1 and Q6 there is a significant difference between individuals who agree/disagree and the security of self-reported Android unlock patterns; however, with Bonferroni correction with $m = 7$, a weak significance of $\alpha = 0.1$ occurs when $p < 0.14$ so the effect may be limited. Recall that Q1 refers to a general concern with the security/privacy of data stored on mobile devices, and Q2 refers to concern with unauthorized access by known actors (e.g., friends, family, coworkers). In analysis with Q1, although the Mann-Whitney U-test is compatible with unequal group sizes, it is important to note that there were only 56 participants in the Disagree/Strongly Disagree category as compared to 351 in the Agree/Strongly Agree category, limiting the power of the test. However, for Q6, there is a more balanced sample (albeit still unequal). While the power of the test for Q6 is reduced by Bonferroni corrections, it does suggest that there are factors in the mental model of the threat—is it someone I know?—that could impact the authentication choices and requires further investigation.
TABLE VII: Significance testing for self-reported pattern strength based on agreement/disagreement with question prompt. Significance testing performed using Mann-Whitney U-test as guessing numbers are not normally distributed. The effect size was calculated considering groups of unequal size.

<table>
<thead>
<tr>
<th></th>
<th>Disagree/Strongly Disagree</th>
<th>Agree/Strongly Agree</th>
<th>U-Test</th>
<th>Cohen-d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>$\mu = 2568.30, \sigma = 8935.48, N = 56$</td>
<td>$\mu = 7111.18, \sigma = 3286.65, N = 351$</td>
<td>$p = 0.011$</td>
<td>d=0.148</td>
</tr>
<tr>
<td>Q2</td>
<td>$\mu = 3293.11, \sigma = 8799.23, N = 150$</td>
<td>$\mu = 4609.32, \sigma = 2072.04, N = 201$</td>
<td>$p = 0.392$</td>
<td>d=0.079</td>
</tr>
<tr>
<td>Q3</td>
<td>$\mu = 4218.82, \sigma = 2038.17, N = 184$</td>
<td>$\mu = 6801.41, \sigma = 3329.58, N = 166$</td>
<td>$p = 0.188$</td>
<td>d=0.094</td>
</tr>
<tr>
<td>Q4</td>
<td>$\mu = 1496.86, \sigma = 2688.57, N = 51$</td>
<td>$\mu = 7028.29, \sigma = 3328.91, N = 339$</td>
<td>$p = 0.238$</td>
<td>d=0.178</td>
</tr>
<tr>
<td>Q5</td>
<td>$\mu = 5974.97, \sigma = 15860.97, N = 32$</td>
<td>$\mu = 6285.81, \sigma = 31447.69, N = 378$</td>
<td>$p = 0.418$</td>
<td>d=0.010</td>
</tr>
<tr>
<td>Q6</td>
<td>$\mu = 3450.97, \sigma = 10158.65, N = 146$</td>
<td>$\mu = 8277.26, \sigma = 39266.21, N = 235$</td>
<td>$p = 0.010$</td>
<td>d=0.153</td>
</tr>
<tr>
<td>Q7</td>
<td>$\mu = 3499.11, \sigma = 10800.16, N = 35$</td>
<td>$\mu = 6629.40, \sigma = 31722.95, N = 377$</td>
<td>$p = 0.296$</td>
<td>d=0.102</td>
</tr>
</tbody>
</table>

Fig. 3: Scatter plot of factor solutions to the guessing number of reported patterns. There is a negative correlation of $r = -0.08$ using Pearson rank for Factor 1 with small a effect with a small, an inconclusive effect size leading to a potential negative result. No potentially significant correlation for Factor 2 was found.

Fig. 4: Box-and-Whisker plot for guessing number strength (log-scale) compared to security/privacy response where: SD is “Strongly Disagree,” D is “Disagree,” N is “Neither Disagree nor Agree,” A is “Agree,” and SA is “Strongly Agree.”

VII. LIMITATIONS

There are a number of limitations in this study that are worth noting. Foremost is that the data relies on both self-reported attitudes towards privacy prompts as well as self-reported authentication choices. While it could be the case that individuals are not forthcoming, the reported authentication choices are in line with other published results [4], [38], [37], [3].

Additionally there may be selection bias in that participants that are more willing to participate in the survey may already be less privacy conscious than those who do not. We attempted to control for this effect by allowing participants to opt-out of reporting their pattern directly, and in comparing those two groups (reported patterns vs. stats) we did not see any differences in the responses to the privacy prompts, suggesting that within the groups there is a diversity of privacy attitudes. This control does not account for measurements of individuals who chose not to participate at all and avoided the survey due to privacy concerns.

It is acknowledged that this study focuses solely on graphical password choices, rather than the range of unlock authentication mechanisms used on mobile devices (i.e., text-based password and PIN/passcodes). The focus on graphical passwords was thought to be a reasonable choice given prior-published guessing/security metrics exist for Android’s unlock pattern that would allow for ready-made comparisons. We do expect that similar results would likely hold for other unlock authentication options.

For purposes of analysis, we examined participant agreement/disagreement with statements regarding the information privacy of mobile phones, similar to that of a Westin Scale. The Westin Scale has been examined extensively by researchers in order to determine the merits of comparing self-report vs observed behavior data regarding privacy practices [22], enabling researchers to categorize individuals into privacy groups [41]. While there have been some challenges identified using such scales (e.g., between the correlation between categories and behavioral intent, and between the Westin categories and consequences), the same researchers have found that segmentations derived from the results may help to reveal deeper insights into views about privacy [41]. Other researchers have questioned the applicability of the scale (e.g., [24]), and the limitations imposed by its unidimensional nature compared with other scales [16]. However, according to [25], described by [16], it is still a useful tool that researchers use to examine how privacy attitudes evolve over time. Further work would be undertaken to better understand the limitations of the scale.

We also acknowledge throughout that the effect size and power of many of the statistical tests are limited. We believe
that this work shows that there is a potential connection between privacy attitude and unlock authentication strength. There are many factors, both in the choice of the privacy scale and the choice (and construction/training) of the guessability metric that limit the scope of the results. Further analysis of this connection would need to be performed to make stronger conclusions.

Finally, there is a limitation in that this data was collected in the Fall of 2015, before the FBI and Apple incident involving the unlocking of the San Bernardino terrorist’s iPhone [28]. It may be the case that individuals are more privacy sensitive if the study were re-run today given the publicity of government surveillance, particularly to Q7. It would be interesting future work to compare these results to a similar study conducted in the current climate regarding the privacy of mobile devices.

VIII. Conclusion

To conclude, we analyzed a dataset collected via an online survey on Amazon Mechanical Turk of participants agreement/disagreement with a set of seven security/privacy prompts related to information security on mobile devices. Analyzing the responses using principal component analysis (PCA) revealed two factor-solutions. We further analyzed the prompts related to information security on mobile devices.

In regards to H1, we were unable to find sufficient evidence to accept or reject H1 outright. We found weak evidence, potentially inconclusive evidence with regard to one of our factor solutions (F1), in support of H1, but the effect size and the correlation results are not significant. Our second factor solution (F2) showed no significant differences between those that revealed and those that did not reveal their unlock pattern, but again, this does not allow us to draw conclusions regarding the relationship between pattern strength and security/privacy attitudes. Further research would be needed and perhaps a modification to either the security/privacy prompts or the security metric, or both.

However, while we were unable to identify larger trends that include the entire set of security/privacy prompts, we did find that individual questions provided significant differences in the security of reported unlock patterns. Both Q1 (concern for privacy of data on mobile devices) and Q6 (concern about unauthorized access by known actors) proved to divide the groups well where those who agreed more strongly selected stronger patterns. This suggests that modifications to the mobile device specific security/privacy prompts should include questions that explore this connection further.

While results for H1 are inconclusive, we are able to accept H2. There are demographic differences in the responses to the security/privacy prompts, particularly as it relates to both of our factor solutions (F1 and F2). With respect to place of residence, when applying F1, we find that both urban and rural participants have similar privacy responses (more privacy conscious) that differ from sub-urban participants (less privacy conscious). When considering age, F2 showed very strong differences in the responses as participants got older, and based on the weighting, we believe this relates to the responses to Q1 (concern about privacy), Q4 (identify theft), and Q5 (online privacy) which older participants had more agreement with.

Based on these findings, we believe that incorporating some or all of the security/privacy prompts as a short survey within the password creation process could help inform a system or policy makers on how to better personalize the selection process. For example, if Android used a similar prompt during initialization, the information from that response can nudge users who are more casual about information security and privacy towards stronger authenticators.
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